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ABSTRACT

The paper details the design, architectural
features and application of a fully digital electro-
magnetic transients simulator capable of real-time
operation. The custom hardware and software de-
veloped to implement the Real-Time Digital Simu-
lator (RTDS) is described with special emphasis giv-
en to the high level graphical user interface wrillen
especially for use with the RTDS.

INTRODUCTION

Simulation is one of the most powerful tools
available to the power systems engineer when con-
fronted with the need to study complex power sys-
tem phenomena. With the general accessibility of
main frame computers and the emergence of the
EMTP in the 1970's, power system engineers could
gain access to the simulation software with relative
ease.

One of the limitations with digital computer
based simulation prograins, such as EMTP, is that a
single run can take many minutes or even hours to
compute the modelled system's response over a peri-
od of one second. Such non real-lime operation pre-
cludes interfacing the simulator to physical control
or protection devices. Generally, testing of physical
control and protection devices is done using an ana-
logue simulator or a special device which plays back,
in real-time, the stored results of an off-line comput-
er simulation to the device under test.

One drawback of the analogue simulator is
its high capital and operating costs. Furthermore,
general accessibility is low since a single study may
occupy the analogue simulator for many weeks.
Wilh the play back device, major drawbacks include
the long time required to obtain the simulated results
and the fact that only open loop testing is possible.

The primary advantages of a fully digital
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simulator capable of real-time operation are that it
incorporates the best features of both the computer
based digital simulation tool and the analogue simu-
lator.

THE RTDS: AN OVERVIEW

The impetus for the development of the
RTDS came from the fact that as a research oriented
institution the Manitoba HVDC Research Centre
needed a simulation tool which could be used o
sludy power systems which included HVDC valve
groups and their controls and which could quickly be
set up to simulate different power system models.
The development of the RTDS has been ongoing for
some four years. A prototype simulator has been in
operation for almost two years and a commercial
version, incorporating many improvements over the
prototype, is currently under construction for deliv-
ery to two Canadian utilities.

There are a number of important fealures
which characterize the RTDS. Firstly, itis comprised
of custom made hardware as opposed to commer-
cially available off~the—shelf processor boards. Sec-
ondly, special parallel processing techniques have
been used to allow the RTDS to be expandable to
simulate even very large power system models using
time—steps on the order of 50us. Finally, the soft-
ware used to model the power system components is
based on the standard techniques used in modem
digital electromagnetic transients programs such as
EMTP and EMTDC [1,2].

In order to provide an environment where
the user could focus on the simulation study at hand
and not on the intricacies of running the simulator,
substantial elfort was put into the development of a
graphical user interface. The user interface, known
as PS—-CAD, includes software modules which allow
the user to efficiently layout the power system mod-
el, perform the simulation and analyze the results.
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Figure 1: RTDS Hardware Architecture
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THE RTDS: HARDWARE ARCHITECTURE

After careful study of the Dommel algo-
rithm [1] for the solution of power system compo-
nents and the diakoptic splitting of the power system
network into subsystems [2] it was determined that
a suitable hardware architecture for the RTDS should
be one that mimicked the power system itself,

The RTDS hardware is organized into racks
of tightly coupled processors which are in tumloose-
ly coupled to other such racks. The term tightly
coupled refers here to the fact that the processors
within a single rack are connected to a common
backplane. Individual racks may only be directly
connected to fourother racks. Figure 1 illustraies the
rack components and interconnections.

Each rack is identical and consists of only
three distinct types of printed circuit boards.

TPC: Tandem Processor Card

Each TPC contains two digital signal pro-
cessors which have a combined computing speed of
some 44 MFLOPs (Millions of Floating Point Oper-
ations per second). It is important to note that each
TPC is identical and it is software which determines
the card’s function during a simulation run, The
main functional blocks found on the TPC are shown
in Figure 2.
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1) Backplane Interface

2) Digital I/ & Analogue Input

3) Digital Signal Processor ¢/w Program & Data Memory
4) Dual Ported Memory

5) Custom YLSI o handle decoding and timing
6) Stams LEDs

7) Analogue Output Channels

Figure 2: TPC Major Component Blocks

Depending upon the type of function allo-
caled to the TPC, its two processors may operate in-
dependently or in unison so as to provide the pro-
cessing power necessary to model complex power
system components. Dual ported memory is pro-
vided to allow fast communications between the
TPC’s two processors without having to access the
backplane.



Each TPC is provided with digital and analogue 1/O
channels. These can be used to interface the power
system components modelled on the RTDS to exter-
nal devices. For example, the firing pulses which
trigger thyristors within a HVDC valve group can be
provided by a physical control set and sent into the
valve group model via a digital input port. Feedback
guantities such as the commutating bus voltages can
be provided back to the controls through the ana-
logue output channels. An individual processor on
a TPC has direct access to the following 1/O ports.

— Four scalable analogue output channels
- One analogue input channel (12 bit res.)
— One 16 bit digital input channel

— One 16 bit digital output channel

The actual function allocated to an I/O channel will
vary wilth the type of model which is assigned to the
processor.

Data may be communicated to and from a
processor's extemnal memory during a simulation
case. Itis thus possible to interact with the simulator
from a host computer workstation while it is per-
forming a simulation.

WIC: Workstation Interface Card

A single WIC resides on each rack of RTDS
hardware. Its main function is to regulate communi-
cations between the RTDS and the host workstation,
as well as to handle communication requests from
the processors connected to the rack backplane. Fig-
ure 3 shows the WIC major function blocks.

Communication between the WIC and the
host computer workstation is done via a standard
ethernet based local area network (LAN). Each rack
is assigned its own unique ethernet address and re-
sides on the LAN as would any computer. The
WIC's ethemet controller is able to decipher data
packets meant for it and respond back to the originat-
ing workstation. One of the M68020 processor’s
tasks is to redirect data communication from the host
to the appropriate processor residing on a TPC, The
M68020is also responsible to handle diagnostic test-
ing forthe entire rack. The M68020 does not active-

ly participate in a simulation run except Lo pass data
between the host workstation and the processors
within its rack.

All data communications between proces-
sors over the rack’s backplane are handled from spe-
cialized hardware residing on the WIC. Each digital
signal processor is able to signal the WIC when it is
ready to pass and receive data. Allof the timing asso-
ciated with passing of data during a simulationis pre-
determined by software before the case is actually
run.

The time—-step with which a simulation is
performed is defined by the user. Off-line software
determines whether or not the RTDS will be able to
simulate the user defined power system model with
the chosen time—step. The sofltware also can be made
to choose the minimum time—step with which real-
time can be maintained for that case.
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1) Backplane Interface

2) Stams LEDs

3) Custom VLSI to handle backplane communications
4) M68020 Based Minimal Computer

5) Simulation time—step clock

6) Ethernet LAN port and controller

Figure 3: WIC Major Component Blocks

IRC: Inter—-Rack Communications Card

Communications between racks is handled
exclusively by the IRC. Each IRC provides commu-
nication paths to four other racks. Figure 4 illustrates
the major component blocks found on the IRC.



1) Backplane Interface

2) Stams LEDs

3) Coaxial Communications Port
4) Receiver / Transmitter Pair

Figure 4: IRC Major Component Blocks

Data communicated between racks is done
over single coaxial conductors so as o reduce the
wiring congestion. Full 32 bit data is converted to se-
rial form and transmitted at 500 MHz. Error detec-
tion bits are automatically added and stripped from
the bit stream by the receiver and transmitter pair
hardware. Since it is only possible to directly inter-
connect one rack to four others, simulators com-
prised of more than five racks will not have every
rack connecled to every other rack. A map of the
physical connection paths between racks is stored in
a file on the host workstation. Software accesses this
file to determine how the available RTDS hardware
will be allocated to the user defined power system
model.

An inter-rack communications link be-
tween two racks can handle many parallel transmis-
sion line connections between the subsystems mod-
elled on those racks.

THE RTDS: SOFTWARE ASPECTS

A hierarchy of software was writlen specifi-
cally for use with the RTDS. Each level of software
is accessible only from the one immediately above,
with the highest level of software being the one with
which the user directly interacts.

Component Models

The lowest level of software comprise the
modules which are used to model the power system
components. Since these software modules directly
influence the time—step with which a particular sys-
tem model may run, they are written using low level
machine language code. All of the code used in con-
junction with the component models is hand as-
sembled and optimized. The following component
models are currently available for use on the RTDS,

— Passive R—L—C branches, filters and sources
— Single and twin circuit transmission lines
-2 & 3 winding transformers c¢/w saturation
— Breakers & fault switches
— Synchronous machine c/w

Exciter, governor, turbine and multi-mass
— Series capacilor ¢/w MOV and bypass switch
— HVDC valve group (6P or 12P Graetz bridge)
—CT, CVT & PT models.

The user is able to interconnect these components to
form the power system model required to perform a
specific study.

Algorithms used to model the individual
components, as well as the overall network solution
are based upon the same mathematical foundations
as those used in the EMTP and EMTDC. In particu-
lar, the network solution is based on the well known
Dommel algorithm,

The RTDS Compiler

A compiler has been written which takes as
input the power system layout as entered by the user,
including the data associated with the power system
components and the RTDS hardware configuration
map. Asoutput, the compiler produces all of the par-
allel processing code required by the digital signal
processors, as well as the memory allocation and
data communication schedules. In orderto generate
the executable code, the compiler accesses a library
which contains the code for the component models.

A number of files are produced by the com-
piler which are used by higher level software in order



to determine when and where to access specific data
while the simulation is in progress. A user readable
file is also produced which specifies how the various
digital and analogue 1/O channels are allocated. For
example, this file might contain information which
indicates that analogue output channel #2 on card 5,
rack 3 displays a particular node voltage.

One of the compiler’s ancillary tasks is to
determine whether the time—step requested by the
user is sufficiently long to permit continuous real—
lime operation. At the end of the compiling proce-
dure the minimum allowable time-step for the par-
ticular system model is displayed. It is possible for
the user to run a case with a time—step smaller than
that which limits real-time operation. The only
drawback being that it is no longer possible to inter-
face external devices to the RTDS.

Allocation of the available RTDS hardware
to the user defined power system is done by using a
number of rules. The most important aspect of the
allocation is to recognize that travelling wave based
transmission line models split the nodal admittance
matrix into block diagonal form. The portions of a
power system isolated from each other by transmis-
sion lines and represented by a unique block in the
system matrix are referred to as subsystems. Each
subsystem is usually allocated one single rack of
hardware. Figure 5 shows how a simple network
could be allocated to three racks of RTDS hardware.
In order to make most efTicient use of the available
RTDS hardware it is possible that a single rack is al-
located to model more than one subsystem. The cir-

cuit of Figure 5, for instance, could easily be mod-
elled using only a single rack of hardware.

Not only is it possible to use transmission
line models to split the power system network into
subsystems, but valve group models also perform the
same function. Thus, if the user’s model includes
HVDC valve groups, the AC and DC systems could
be defined as separate subsystems.

The WIC Multi-Tasking Operating System

A real-time, multi-tasking operating sys-
tem was developed for the M68020 processor which
resides on the WIC. Its major functions are to handle
data 1/O requests which are usually initiated by the
user or software running on the host workstation. A
detected error in transmission of data across racks
will be fMagged and noted by the operating system
and will force the simulation in progress to stop.

The operating system software essentially
provides low level services for higher level software
such as the graphical user interface. Itis possible for
the system administrator to request that a set of diag-
nostic tests be run from the WIC card. All detected
errors are retumed and the operator is advised as to
which card within the rack is the likely cause. Since
a medium to large size simulator may contain some
360 individual processors, diagnostics become a
very important tool in the efficient day to day opera-
tion of the simulator.
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The Graphical User Interface Software (PS-CAD)

PS5-CAD is a family of graphics based soft-
ware modules which allows the user to perform all of
the tasks necessary to simulate a power system using
the RTDS. Figure 6 shows the various PS-CAD
software modules and their relationship to each oth-
er. The software modules were written specifically
to run on computer workstations which include a
Unix O/S with a X11 based window manager and an
ethernet LAN port. Most of the commonly available
computer workstations adhere to these standards.

It should be noted that the PS-CAD soft-
ware functions as the graphical user interface for
both the RTDS, as well as the EMTDC transients
simulation software. The user may select which sim-
ulation tool is to be used to perform the actual simu-
lation of the power system model.

project f case [ file organization

|
Drall RunTime UniPlot
Circuit Layout § | Operator Console Data Analysis
MultiPlot
Data Presentation

Figure 6: PS—-CAD Software Modules
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The fundamental steps that the user must
perform in order to simulate a new power system
model are as follows.

— Define a new Project and/or Case within the
FiLEMANAGER module.

— Layout the power system model using the
Drarr module.

— Perform the simulation by compiling, loading
and running the case from the RUNTIME
module.

— Analyze the results using the UniPLOT module.

PS—CAD: FILEMANAGER

The FILEMANAGER PS—CAD module allows
the user to maintain a database of simulation cases.
It is also possible for various users of the RTDS to
share their simulation databases. It is very easy for
auserto accumulate a great number of cases occupy-
ing significant storage space on the host worksta-
tion’s disk drive. To this end convenient backup and
restore features have been included as part of the Fi-
LEMANAGER. The useris able to quickly backup or re-
store selected project database entries or just individ-
ual cases.

Once the user has created a new database
entry or entered an existing entry any of the other
PS—CAD modules can be started by selecting their
corresponding icon.

PS-CAD: DrAFT

From within the DrAFT module the user is
able to sketch a layout of the desired power system
and to enter the parameters associated with the sys-
tem components. Figure 7a shows a screen dump of
the DraFr software. The right hand side of the
screen, referred o as the palette, contains icons of the
available power system components. The user se-
lects the desired component and copies it to the left
hand side of the screen, known as the canvas. Bus-
work icons are available to interconnect the individ-
ual components so as to form the desired power sys-
tem model. When the EDIT option associated with
a particular component icon is selected, a window
appears into which the userenters the various param-
eters required by the component. Figure 7b shows
one of the EDIT windows associated with the syn-
chronous machine model.

It is possible to load numerous specialty li-
braries into the palette area. For example, the ma-
chines library includes a wide range of machine sizes
and types. The machines include matching exciters
and governors with typical data already entered.

Ongce the user has completed the circuit lay-
out and parameter entry, the COMPILE option will
generate a data file which contains the datanecessary
for the RTDS compiler (or EMTDC).
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PS-CAD: T-LINE

A special software module exists to allow
users to enter transmission line data. By defining the
geometry and type of the conductors and ground
wires, the software is able to perform eigenvalue
analysis in order to compute the line's modal trans-
formation matrices. The line’s modal surge imped-
ances and travel times are also computed. This data
is required by the RTDS compiler.

As an added feature, the T-LINE package
will also compute and plot the magnetic field,
ground gradient, radio interference and audible
noise associated with the user defined transmission
line.

PS-CAD: RUNTIME

The PS-CAD RuntiME module provides an
operator’s console with which the user is able to in-
terface to the RTDS. Once the user has selected the
desired case to run, the RTDS compiler will be in-
voked if necessary, the case downloaded from the
host workstation onto the RTDS and the simulation
started. During the simulation the user can monitor
speciflic quantities using graphical icons of meters
and plots. Itis also possible to interact with the simu-
lation in progress by selecting an assortment of avail-
able input icons. For example, a fault may be initi-
ated by selecting a push button. The type, duration
and length of the fault would have been defined dur-
ing the DRAFT session. Figure 8 shows a screendump
of a RUNTIME window. Components which can be
seen in the screen dump include sliders which con-
trol the set point of an exciter, meters which show
machine quantities such as speed and torque, as well
as plots which contain the three phase bus voltages
during a single line to ground fault.

Due to the bandwidth of the ethemet LAN
(10Mbits/sec), components such as meters are up-
dated only every second or s0. Meters are thus lim-
ited to displaying r.m.s. or other relalively slowly
changing quantities. Plots, on the hand, must be re-
freshed manually by the user. By selecting the UP-
DATE option at the plot, a signal will be sent to the

appropriate RTDS WIC to collect a certain number
of samples of a user specified quantity. Once the data
has been captured, it is sent back over the ethemet to
the host workstation and displayed on the plot’s grid.

Updating of plots can be automatically initi-
ated shortly before a disturbance is applied. The re-
sult is that the user will be able to observe the re-
sponse of the system to the disturbance with the plot
containing a short span of data from before the dis-
turbance. This [cature can be likened to the pre—trig-
ger feature found on most oscilloscopes.

PS-CAD: UniPLot & MuLtiPLoT

Data captured during a RUNTIME session can
be stored for plotting and anal ysis using the UsiPLoT
module and for formatling into report ready pages
using MuLTIPLOT. Data collected from various simu-
lation runs may be plotted simultaneously to allow
close comparison of the results. 1t is also possible to
perform fourier analysis on the waveforms directly
from within UniPLoT,

THE RTDS: APPLICATIONS

The first real application of the RTDS hard-
ware was to test a Joint Var Controller (JVC) which
was to be installed at Manitoba Hydro’s Dorsey Con-
verter Station [3]. It was required that the RTDS
model a portion of the Nelson River HVDC System
with emphasis placed on the inverter station’s AC
system. The JVC would monitor the reactive power
supplied by component models representing syn-
chronous condensers whose ralings were signifi-
cantly different. Since all of the machines were con-
nected to a common bus through transformers, the
JVC's function was to ensure that the reactive power
load was shared equally amongst the different ma-
chines. Figure 9 illustrates the setup used to perform
the JVC tests. Input quantities produced by the
RTDS and monitored by the JVC included the com-
mutating bus r.m.s. voltage and machine reactive
power outputs. The JVC in turn would provide set—
point raise or lower pulses which were used by the
exciter models simulated on the RTDS.
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More recently the RTDS hardware was used
to test relay performance when the protected line in-
cluded series capacitors which were protected by
MOVs. Protection of a series compensated line pres-
ents significant challenges to the relay designer since
the series capacitors combined with their protection
devices may show wide variations in impedance dur-
ing fault conditions. By using the RTDS to model the
line, its compensation components and associated
sending and receiving end systems, relays can be
tested to ensure proper operation under various fault

conditions [4].

Figure 10 shows how the RTDS would be interfaced
to the protective relay under test via voltage and cur-
rent amplifiers. Due to the fact that the RTDS oper-
ates continuously in real-time, the relay’s trip signal
can be fed back to the RTDS and used to operate a
breaker model. On-—site testing of protection relays
with the RTDS has demonstrated decided advantage
in time and expediency over off-line playback test
methods.,

% trip signal

A
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i

relay

bus voltage & line current

Figure 10: RTDS - Protective Relay Interface




RTDS hardware has also been successfully
interfaced to an analogue HVDC simulator. A single
cubicle of RTDS hardware can model a significant
number of power system components, including
long, mutually coupled transmission lines. An eco-
nomical option to expand the capabilities of an exist-
ing analogue simulator facility is to interface a digi-
tal simulator, comprised of a few racks of hardware,
onto the analogue simulator. Some care would have
to be taken as lo exactly which point in the system
model the interface could be made, however. A typi-
cal application would be Lo make the interface at the
AC commutating bus of a HYDC converter station.
While the analogue simulator could provide models
of the valve groups, converter transformers and dc
system, the digital simulator could model the AC
system extending out from the commutation bus.

The general scope of studies which could be
performed using the RTDS includes —

— Conventional TNA type studies

— Breaker reclose sequences

— Relay test studies

— Power swings due to disturbance

— AC/DC Syslem interactions

— DC System controls studies

— SVS applications and controls

— Geomagnetic induced current effects
— Operator training

THE RTDS: LIMITATIONS

Although real-time digital simulators pro-
vide definite technical and economic advantages
over their analogue counterpart, there are neverthe-
less a number of limitations associated with the
RTDS. Firstly, since the power system component
models are wrilten in low level machine language
code highly integrated with the hardware, it is not
possible for the user to develop their own unique
component models. Secondly, there are limitations
to the time—step with which a particular case may be
run and still maintain real-time. Although time—
steps on the order of 50 Jis are adequate formany stu-
dies, certain simulation cases will demand a much
smaller time—step. Astime goes on faster processors
will replace those being used today and the minimum
simulation time-step will decrease accordingly.
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The splitting of a network into subsystems,
which are in tumn allocated to single racks leads to
limitations in the number of components which may
be contained in one subsystem. This limitation may
not be that severe since a significant subsystem size
can be handled by a rack containing 36 processors
(18 TPCs). Furthermore, by placing a very short, ar-
tificial line section the user can divide a single sub-
system into two separate subsystems.

Placement of surge arrestors is limited to
those which are located directly across series capaci-
tors in the current version of the RTDS. Surge arres-
tor models can lead to the requirement that iterative
techniques be used within a single time—step. Onthe
RTDS these iterative technigues would lead to unac-
ceptably large time—steps. The user is thus restricted
to series capacitor MOV protection only, since the it-
erative techniques are not required in this case.

FURTHER DEVELOPMENT

Although there is no question that digital
real-time simulators will play an important role in
power system studies in the near future, there will be
many challenges to meet the requirements of the us-
ers. Power system engineers involved in electro-
magnetic transients simulation studies are extremely
demanding. Larger and larger system models with
more complex power system components will be re-
quired. As more power electronic devices are intro-
duced into the system models, time—steps will have
to be reduced in order to ensure accurate results.

Since many of the power system controllers,
especially HVYDC and SVS controls are becoming
digital, there is some demand to allow users to design
new controllers using the RTDS hardware. Work is
currently under way to develop alibrary of low level
control function blocks. The user would be able 10
interconnect these blocks in a manner similar to
which the power system model is assembled. Sig-
nals from the power system model could be used as
input to the control function blocks. In this manner
the RTDS could be used not only to model the power
system, but also to design and test new control con-
cepts for the power system components themselves.



OPERATIONAL EXPERIENCE

It has been observed that the most important
feature of the RTDS is its graphical user interface,
PS-CAD. New users are able to use the RTDS to
perform power system simulations almost immedi-
ately. By allowing the user to graphically enter the
schematic of the system model, many of the errors
commonly made by new users are eliminated. Fur-
thermore, by allowing the results of a simulation to
be displayed very soon after the system model has
been assembled, new users can quickly gain confi-
dence in their ability to perform simulations.

Rough estimates indicate that the cost of a
RTDS is some five times less that that of an equiva-
lent analogue simulator. Since the RTDS is essen-
tially nothing more than a specialized computer, its
operating cost is extremely low.
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