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Change In power system

« Alarge amount of wind and PV generation
IS being deployed

 Demand side management is enabling
highly distributed control methods

 New types of energy entities are emerging
In the smart grid: smart cities, demand
side aggregators, community energy
schemes, etc.



Problems

University of

Strathclyde

Engineerin g

e Observability

— To ensure the flexibility of the changing yet
uncertain requirements for the power grid

e Control

— Need to actively manage the power network,
generation, storage and demand

— To maintain stability and reliability



Communications capable assets In
different domains of the UK power grid e

Strathclyde

Engineering

IHHI}

700,000

600,000

500,000

400,000

300,000

Number of devices

200,000

100,000

0

High Voltage Distribution Distribution (11kV) Low Voltage (400V)
(132-32kV)

[1] A. Hulme, V. Sennes, “DNO - SMART GRID COMMUNICATIONS REQUIREMENTS”, Energy Networks Association, 20th Dec
2011. [Online] Available: 4
http://www.energynetworks.org/assets/files/electricity/engineering/telecoms/eitc/restricted/Reference%20Doc/Telent.pdf



Assets equipped with communications
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Wide Area Network
(WAN)

PLC
Fiber
DSL

Cellular (GPRS, 3G, 4G/LTE
WiMax
Satellite
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Delay sources

e Depends on
geographical
distance
Bandwidth of
communications
technology
Routing, media
access, protocols,
etc.

e Depends on traffic of
the communications
network
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Latency based on variable sources
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Latency based on fixed sources
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Smart grid application requirements

Application
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Application and requirements map
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Modelling for use cases with low
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Real-time co-simulation >
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Protection application
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Validated statistic model su
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Conclusions
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 Integration of new resources and
applications will depend highly on
communications

It Is necessary to accurately represent the
iIncreasingly complex communications
networks

 Modelling and emulation of
communications will enable more realistic
real-time grid simulation
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