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Abstract: It is widely recognized that in the transition from conventional electrical power systems
(EPSs) towards smart grids, electrical voltage frequency will be greatly affected. This is why this
research is extremely valuable, especially since rate-of-change-of-frequency (RoCoF) is often considered
as a potential means of resolving newly arisen problems, but is often challenged in practice due to the
noise and its oscillating character. In this paper, the authors further developed and tested one of the
new technologies related to under-frequency load shedding (UFLS) protection. Since the basic idea
was to enhance the selected technology’s readiness level, a hardware-in-the-loop (HIL) setup with an
RTDS was assembled. The under-frequency technology was implemented in an intelligent electronic
device (IED) and included in the HIL setup. The IED acted as one of several protection devices,
representing a last-resort system protection scheme. All main contributions of this research deal with
using RoCoF in an innovative UFLS scheme under test: (i) appropriate selection and parameterization
of RoCoF filtering techniques does not worsen under-frequency load shedding during fast-occurring
events, (ii) locally measured RoCoF can be effectively used for bringing a high level of flexibility to a
system-wide scheme, and (iii) diversity of relays and RoCoF-measuring techniques is an advantage,
not a drawback.

Keywords: under-frequency load shedding; intelligent electronic device; proof of
concept; hardware-in-the-loop testing; real-time digital simulator; frequency stability margin;
rate-of-change-of-frequency

1. Introduction

In most of the developed world, EPSs are known for their robustness, efficiency and extremely
high reliability. It comes as no surprise that throughout the decades, this reputation eventually resulted
in most of the population taking the electrical energy supply for granted. If it were not for the
significant environmental impact of associated activities, such as electrical energy generation and
its transmission, no noteworthy changes would be imposed on EPSs in the near future. However,
the reality of climate-related concerns has driven the need for technological development to such
a level that the conventional electrical energy supply paradigm was placed in front of a challenge
none of us had ever faced before. Among others, the sector of electrical energy generation is the most
notable example. In a relatively short period of time, significant portions of conventional centralized
generating capacities were replaced by distributed renewable energy sources, mostly interfacing with
EPSs via semi-conductive power converters [1]. This can be seen as both a blessing and a curse, since
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power converters are indeed able to provide a convenient fast-acting intervention, but unfortunately
not inherently.

The transition towards converter-based generation caused the vast amount of energy temporarily
stored within rotating masses of conventional power plants in the form of rotational kinetic energy
to decrease quickly [2]. This energy serves as a buffer when sudden active power imbalances occur
in the EPS, providing a limited energy source for a temporary load supply [3]. Withdrawing the
rotating energy causes generators to decelerate. The deceleration rate depends on the amount of
power imbalance and the overall stored rotational kinetic energy. As a consequence, conventional
EPSs are not prone to significant RoCoF. Consequently, the more we advance toward the smart grid
paradigm, the more frequency (among several others quantities), measured from electrical signals
(voltage, current), becomes affected [4,5].

For decades, frequency stability was of no concern to transmission system operators (TSOs).
An evident proof of this is the applied UFLS schemes in most developed networks around the world.
Apart from a few exceptions in countries whose isolated EPS of smaller dimensions is asynchronously
connected to larger interconnections, the great majority of them still use an approach introduced decades
ago (known as the conventional or traditional UFLS concept). The research community recognized the
problem of neglecting UFLS development quite some time ago, which resulted in an impressive number
of scientific publications (e.g., the latest [6–11]). Yet, most of those published methods appear complex
and require the use of advanced mathematical techniques, several of which are non-transparent. Many
of the methods rely either on real-time communication between a vast number of protective devices all
across the EPS [12,13] or the assumption of having accurate enough information about the involved
EPS inertia [14–16]. As a result, apart from a few individual pilot projects, no significant progress has
been made in this field so far, especially concerning practical applicability.

In this paper, we present a procedure for proving the concept of an innovative and practically
feasible UFLS [17] in terms of HIL simulations. For this purpose, a real-time digital simulator (RTDS)
was applied together with an IED selected for running a local UFLS algorithm. IED is a commonly used
term in the electric power industry to describe microprocessor-based controllers of EPS equipment [18].
During the HIL testing of the innovative UFLS method, we have developed a few improvements
related to a more straightforward deployment of the method: (i) improved filtering for better resolution
and filtering of anomalies, (ii) a proof that despite the RoCoF filtering, introduced time delays do not
diminish the speed of UFLS, and (iii) easy deployment of the method on the existing IED-based devices.
For the reader’s convenience, a brief summary of the new UFLS methodology from [17] is provided in
Section 2, together with the IED-related implementation challenges and provided solutions for the
applicability of the method in a real environment. This is followed by the specifics of the experimental
HIL setup in Section 3 and the simulation results in Section 4. Finally, the conclusions are drawn in
Section 5.

2. Methods

2.1. Innovative Use of Rate-of-Change-of-Frequency

The UFLS method, summarized in this section, was previously published in [17] and evaluated in
an off-line EPS-dynamics simulation tool PSS Netomac, which is a part of the PSS SINCAL Platform [19].
From this point on, it will be referred to as innovative UFLS. Since it is of great importance for the
reader to be acquainted with its main philosophy, it seems reasonable to provide its brief explanation
in this paper as well. After all, this paper is specifically about proving that the concept works in an
environment as close as possible to real-life conditions and providing the required improvements for
final deployment.

The first cornerstone of the innovative UFLS method [17] is the on-line calculation of the frequency
stability margin M(t) at all frequency relay locations across the EPS. M(t) is a time-dependent variable
that is, in its essence, the worst-case estimated time before the EPS frequency f (t) is expected to violate
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the predefined frequency stability limit (f LIM). For this purpose, an assumption is made that if none of
the frequency control/protection functionalities intervene, the f (t) variation will follow the same trend
as indicated by the respective RoCoF(t) measurement at the same instant. The local nature of the EPS
frequency dynamics that follows an active power imbalance ∆P incident means that in a selected point
in time, the calculated M(t) is different in every busbar in the system (due to the oscillating nature
of the EPS [20]). In Figure 1a, the blue and yellow curves depict the EPS frequency response to two
unequal ∆P incidents (∆P1 and ∆P2 respectively) assumed to have taken place in the same busbar.
At moment t = t1, respective RoCoF(t1) indicates different M(t1) values, depending on the underlying
∆P incident. It is clear from Figure 1a that ∆P1 caused a less serious frequency excursion compared to
∆P2. This manifests in a larger M(t1) value, an indicator of having more time before f LIM is reached.
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Figure 1. EPS frequency f (t) response to different ∆P incidents (a) and the corresponding frequency
versus frequency stability margin diagram (b).

The second cornerstone of [17] is an innovative representation of conditions in the f (t) versus M(t)
diagram (Figure 1b). After the ∆P incident, the operating point in the f (t)-M(t) diagram begins to drift
along the corresponding trajectory that points towards one of two possible directions: (i) coordinates
(M = 0, f = f LIM) in the lower left part of the diagram (blue curve) or (ii) far away from the ordinate axis
in the right-hand side of the diagram (yellow curve). This conclusion makes one able to define a new,
double-criteria UFLS tripping function for each UFLS stage. The first criterion remains identical to
conventional UFLS, being the violation of a predefined frequency threshold f thr. The second criterion,
on the other hand, is a violation of a predefined stability threshold Mthr and is monitored independently
of the first. Only when both tripping criteria are simultaneously fulfilled, the trip signal is generated. A
simplified logical diagram of the process is presented in Figure 2 since the detailed version is a subject
to an international patent application submitted by the University of Ljubljana.
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For the reader’s convenience, it appears reasonable at this point to describe the simplified logical
diagram of the innovative UFLS process in Figure 2. Since the main task of UFLS is to handle
frequency-decaying situations, the input RoCoF(t) value is limited to only negative values (indicating
a frequency drop). Next, the calculation of a frequency stability margin M(t) requires the division
with a RoCoF(t) value, which is a consequence of applying a simple linear relationship graphically
described in Figure 1a. Since in stable cases the RoCoF(t) value is constantly somewhere around zero,
it is reasonable to provide an upper limit of RoCoF(t) to a value slightly below zero. Our analysis
showed that this simple precaution successfully stabilizes the division process. In the continuation,
the frequency and frequency stability thresholds are checked independently for a potential violation
and the trip signal is generated only when both criteria are met simultaneously (logic AND gate).

The most important feature of the described UFLS concept is that any RoCoF-related variety (be it
the diverse local frequency dynamics in the network or the diverse relay equipment performing RoCoF
calculation procedures and filtering techniques) is inherently converted into an important advantage.
The resulting variety of calculated M(t) values across the network causes the Mthr criterion not being
violated simultaneously in different locations. This can be seen as if one is dealing with a much larger
number of UFLS stages, which can eventually manifest as a fine-tuning of UFLS (further explained in
the continuation of this paper).

2.2. Intelligent Electronic Device

For the purpose of RTDS testing of the innovative UFLS methodology presented in Section 2.1,
we used an IED based on our in-house developed and fully functional phasor measurement unit
(PMU). Therefore, to avoid any misunderstandings, from this point onward this device will be referred
to as PMU-IED. In the first step, the PMU-IED was tested for whether its primary function was suitable
for use in the innovative UFLS. For evaluation purposes, we used one of the commercially available
PMUs, referred to as PMU-COMM. Both PMUs are compliant with the latest revision of IEEE Std
C37.118.1-2011 [21]. The advantages of deriving an IED from a PMU are mainly the compelling features
that the PMU-IED offers, such as the 200 Hz reporting rate (FS), high accuracy and short response times,
input/output (I/O) ports and real-time processing. By modifying the external quantities according to
the needs of the innovative UFLS method, we obtained a fully functional IED device that is ready
for deployment.

In the first set of tests, we have extensively tested the response of both the PMU-IED and the
PMU-COMM along with an internal software-based PMU (since the RSCAD software we are referring
to is a part of the RTDS simulator, the internal PMU-8 model is denoted as PMU-RTDS). For the
PMU-IED and PMU-COMM, we used maximal reporting rates of 200 Hz and 50 Hz respectively.
For benchmarking purposes, the PMU-RTDS was set to have a 200 Hz reporting rate. The first thing that
was noticed was that the PMU-RTDS represents an ideal case where any kind of environmental noise
does not influence the measured quantities, which is not the case for the PMU-IED and PMU-COMM
devices. To support this claim, a simulation of a significant amount of active power deficit, which
causes the RoCoF to suddenly change from the value of zero to approximately −0.4 Hz/s, is presented
in Figure 3a. As expected, the PMU-RTDS generates the RoCoF result almost completely without
noise (red curve in Figure 3a), since the only limiting feature is the finite precision of representing
floating-point numbers and the implemented frequency estimation method in the hardware. On the
other hand, both physical devices under test, the PMU-IED (cyan curve) and the PMU-COMM (black
curve), show a high degree of fluctuation/noise around expected values. This is because, in its essence,
RoCoF is the derivate of frequency. As a result, any small and fast variations of frequency are most likely
to be amplified in RoCoF [22]. As expected, these fluctuations have a high impact on the innovative
UFLS (see Figure 3b). Therefore, RoCoF filtering needed to be addressed first.
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2.3. Rate-of-Change-of-Frequency Filtering

By definition, RoCoF is a time derivate of the frequency f :

RoCoF =
d f
dt
≈

∆ f
∆t

= ∆ f ·FS (1)

Thus, high fluctuations are expected in RoCoF in a noisy environment when one is dealing with
a high reporting rate FS. To decrease the noise, we could lower FS, but this would lead to a slower
response of the UFLS system depending on RoCoF. This is why it is of utmost importance to find the
optimal response of the UFLS system while still getting meaningful values for RoCoF. In Figure 4,
the 200-ms-long windowing function was added to the RoCoF calculation (to both the PMU-IED and
the PMU-COMM) that averages all samples (moving average) in the window. Averaging reduces
the system response capabilities since, with a longer window, it passes only the DC component in its
limit in the frequency domain. As seen in Figure 4, the moving average filter greatly improves the
RoCoF reported by both devices. On the other hand, this is achieved on account of having a higher
output delay (around half of the window length, i.e., ≈100 ms, which can be noticed as a shift of the
PMU-IED and PMU-COMM curves with respect to the PMU-RTDS), which is also reflected in the
f(t)-M(t) diagram (Figure 4b).
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As expected, the PMU-COMM shows lesser improvement compared to the PMU-IED since it has a
lower FS (50 Hz) and the noise reduction is related to the square root of points used in the window [23].

In the next phase, we put our focus on the RoCoF report dynamics after a discrete active power
balancing event occurs in the EPS (either initial event causing frequency to deviate from the nominal
value or a UFLS intervention). In this case, the simulated power imbalance incident was twice as
large, so the RoCoF reaches values up to −0.80 Hz/s. Such events taking place result in momentarily
distorted measured electrical quantities (voltages, currents) and, consequently, both the frequency and
RoCoF as well. For the sake of clarity, a set of raw measurements (without the moving average filtering
described above) are presented in Figure 5 for the case where the conventional UFLS scheme operates
at thresholds of 49.0, 48.8, and 48.6 Hz after the EPS was subject to a power imbalance incident.

After each event related to power balance, numerical oscillations are present in both the frequency
and RoCoF reports (Figure 5a), which is manifested in the f(t)-M(t) diagram (Figure 5b) as a significant
deviation from the expected trajectory. These momentary oscillations needed to be filtered out in
frequency and especially in RoCoF. The performed analysis showed that after every event, the RoCoF
momentarily increased in amplitude for several orders. Thus, one of the non-linear filtering techniques
is required; otherwise (by using a moving average or similar linear-based filter), the unwanted
oscillation will disperse along the time axis, resulting in the need for a long linear-based filter that
would generate undesirable delays. Eventually, the use of such RoCoF in innovative UFLS might cause
unexpected load tripping (shedding) and fail the power re-balancing.
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After careful consideration, we implemented the median filter whose impact on RoCoF reports
along with the moving average filtering is depicted in Figure 6. Figure 6b shows that the described
approach is successful in filtering out all disruptive anomalies and noise without scarifying the
response time. Finally, the PMU-IED was modified accordingly by changing the default output filter
(the one that complies with the IEEE C37.118 standard [24,25]) with a combination of filters as shown
in Figure 7. A thorough investigation revealed that the depicted sequence of filtering represents an
optimal combination. First, the moving average filter (window length of 40 ms) improves the RoCoF
resolution and decreases the noise. Next, the median filter (window length of 110 ms), which proved
itself to be much more efficient with an existing 40 ms pre-filtering by the moving average filter, handles
the numerical anomalies. Finally, the second part of the moving average filtering (window length of
100 ms) can further improve the resolution of the measurement for the sake of time delay.

As far as the frequency is concerned, a median filter (window length of 110 ms) was adequate to
solve the issue without causing any unwanted UFLS behavior.
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3. Experimental Setup

3.1. HIL Setup—Overview

The assembled HIL setup consists of five hardware elements: (i) an RTDS simulator, (ii) an
Omicron CMS-156 amplifier, (iii) a PMU-IED, (iv) a global-positioning system (GPS) antenna, and (v) a
personal computer (PC) which runs the RSCAD software and represents a human-machine interface
for accessing the simulated part of the setup. An overview of a HIL arrangement is shown in Figure 8.
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3.1.1. Real-Time Digital Simulator

The RTDS simulates the operation of EPSs using parallel processing architecture that is specifically
designed to solve the transient electromagnetic simulation (EMT) algorithm in real-time. The RSCAD
interface software allows the user to perform all the necessary steps to prepare and run simulations
as well as visualize the results. Apart from processor cards, which present the main driving core
of the simulator itself, the RTDS contains analogue and digital input/output channels that enable
communication with external physical devices. This is achieved by means of a specialized analogue
output card that is used to produce analogue waveforms (see blue-shaded annotation 1 in Figure 8)
expected by the PMU-IED terminals. However, it is worth noting that the GTAO card produces a
low-level analogue signal with a maximum of ±10 V peak. Even though some IEDs can accept such
low-level signals directly (including the PMU-IED), this is not generally the case. To create a more
generalized testing platform, low-level signals were scaled up with an amplifier (see blue-shaded
annotation 2 in Figure 8) before being fed to the PMU-IED. In contrast, for the purposes of the
UFLS scheme, the shedding signal generated by the PMU-IED is in a digital format (see blue-shaded
annotation 4 in Figure 8). A specialized digital input card in the RTDS simulator was therefore used to
bring the shedding/trip command back into the simulation and close the testing loop.

Another very important aspect of HIL testing is to keep all participating devices in synchronism.
A so-called GTSYNC card ensures that the simulator time-step remains locked to the GPS signal,
using either the IEEE 1588 precision time protocol (PTP), 1 pulse per second (PPS) or an inter-range
instrumentation group time code format B (IRIG-B) signal. The proposed test setup used the PPS signal
provided by the PMU-IED as the synchronization source (see blue-shaded annotation 3 in Figure 8).

3.1.2. Omicron CMS-156 Amplifier

The omicron CMS-156 amplifier features a three-phase voltage with neutral outputs and a
three-phase current with neutral outputs that are galvanically isolated from the inputs. The amplifier
can produce three current signals of up to 25 A each and three voltage signals of up to 250 V each. At a
nominal frequency of 50/60 Hz, the amplifier introduces 1.88◦/2.26◦ of phase lag for current outputs
and 1.95◦/2.34◦ of phase lag for voltage outputs respectively. For the purposes of HIL testing, phase
lags need to be properly accounted for. In the proposed HIL setup, the calibration offset angles of the
PMU-IED were set accordingly.
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3.2. HIL Setup—Intelligent Electronic Device

A physical PMU-IED, described in Section 2.2, requires a three-phase voltage input that is used
for calculating the frequency f (t) and RoCoF(t). The voltages that have to be appropriately amplified
(see Section 3.1) are supplied to the PMU-IED by the RTDS simulator. On the output side, the PMU-IED
device enables six digital outputs (logical type 0/1) used as trip signals for each of the six UFLS
stages (see Table 1). These signals control the circuit-breaker models within the RTDS, influencing the
connection status of an individual EPS load.

Table 1. Conventional UFLS setting (frequency thresholds f thr) along with supplemented frequency
stability margin (Mthr) thresholds.

UFLS Stage Number fthr [Hz] Mthr [s] EPS Load Decrease [%]

1. 49.0 6.0 10
2. 48.8 5.0 10
3. 48.6 4.0 10
4. 48.4 3.0 10
5. 48.2 2.0 10
6. 48.1 1.0 5

However, our laboratory capacities enabled us to include only one physical PMU-IED device
in the HIL experiments. In order for the overall UFLS scheme to function correctly, we had to build
a RTDS computer model of all PMU-IED devices that were not physically present in the laboratory.
For this purpose, a computer model of innovative UFLS was created in C-builder, running on f (t) and
RoCoF(t) measurements provided by the PMU-RTDS internally within the RTDS.

The RTDS simulator used in this paper can be handled through an RSCAD software
environment [26]. Apart from modelling elementary EPS elements (main high-voltage components,
protection and control functions), RSCAD enables the user to create custom-built components in a
module C-builder. Once created, any user-defined component is used in the same manner as any other
component from the RSCAD library.

To create a representative copy of the PMU-IED in the RTDS simulator, the same amount of UFLS
stages had to be allowed in the model as well. To make it more general, we decided to allow the user
to specify an arbitrary number of UFLS stages (up to six). A corresponding number of outputs is also
enabled. Apart from that, a f LIM and all threshold values (f thr and Mthr) can be provided separately,
together with window widths for filtering described in Figure 7.

To verify the computer model of the PMU-IED running innovative UFLS logic, we performed a
large number of tests. Eventually, we were able to prove a satisfying compliance of the physical and
the modelled PMU-IED.

3.3. HIL Setup—Electric Power System

We adopted an IEEE 9-bus benchmark EPS as a basis, whose parameters and other specifics can
be found in [3]. This benchmark model consists of three synchronous generators (denoted by G1, G2
and G3 in Figure 9) together with corresponding step-up transformers, six transmission lines and
three equivalent loads (denoted by L5, L6 and L8). All machines are controlled by their respective
governor and excitation controllers. The total installed generating power is 567.5 MVA and 10% of
each machine’s rated power is selected to attribute to frequency control purposes, whereas loads are
modelled as a constant impedance.
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To use this benchmark model for UFLS testing, several modifications had to be applied (Figure 9).
First, each of the three equivalent loads (L5, L6 and L8) was split into seven partitions. Six of them
correspond to individual UFLS stages (see Table 1) denoted by Lx-UFLS where subscript “x” represents
the number of the corresponding busbar. The seventh partition, however, represents the remaining
aggregation of all the consumers not included in the UFLS scheme (Lx-S). Second, an infinite power
source was additionally introduced to the model, busbar 4, to be more specific. Its disconnection was
considered the main event causing active power deficit conditions in the newly formed island. With this,
many different power conditions can be simulated by changing the steady-state production of all three
generating units prior to the main event. An infinite power source in all cases supplies/consumes
enough power to meet the power balance in a steady-state. Once disconnected, an EPS island is formed
with a certain imbalance between the production and the consumption of active and reactive powers.
In this paper, circumstances with a lack of active power were simulated, which cause an EPS frequency
to decay and consequently trigger UFLS.

Lastly, devices performing UFLS were included in the model. A single physical PMU-IED was fed
by voltage U5 on busbar 5 and was able to disconnect loads L5-UFLS according to Table 1. The other
two load busbars (6 and 8) were monitored and controlled with a PMU-RTDS component within a
simulated environment, fed by voltages U6 and U8, respectively.

4. Results

Both the conventional six-stage UFLS scheme currently used in Slovenia and the innovative UFLS
scheme were applied in simulation scenarios. Specifics of both UFLS settings are provided in Table 1.
Frequency thresholds f thr are taken from the Slovenian Grid code [27], and additional frequency
stability margin thresholds Mthr are selected with a one-second span between them since the analysis
showed there are no special differences when selected otherwise.
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In the base case, steady-state conditions before the main event were set so that the total loading of
the benchmark IEEE 9-bus system model (Figure 9) was 315 MW and the overall generating power was
319.6 MW. Apart from the base case, this research included 65 additional simulated cases (66 altogether),
in which the total generation capacity before the main event was gradually decreased by 1% per case.
In this way, the amount of power provided by the power source (and consequently power mismatch
between the generation and the consumption) in the moment of a simulated switching event increased
with each consecutive case. This was repeated to the point where all available frequency control and
protection mechanisms (primary frequency control and UFLS) were insufficient to prevent frequency
decay bellow the f LIM.

In Figure 10, an overview of the results extracted from the entire set of 66 simulated cases is
provided. Cases are listed on the horizontal axis. Conventional UFLS results are depicted with cyan
markers, whereas black markers correspond to innovative UFLS. Figure 10a shows the percentage
of the EPS de-loading due to UFLS. Conventional UFLS is activated in 79% of all cases (52 out of 66).
Among these, innovative UFLS keeps more load supplied in 81% of cases (42 out of 52) while still
being successful in achieving frequency stabilization. This is marked by a green-shaded area between
the two curves in Figure 10a.Energies 2020, 13, x FOR PEER REVIEW 12 of 17 
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Another thing worth mentioning is that with a conventional UFLS scheme, shedding in all three
busses will nearly always take place simultaneously (92% of cases/48 out of 52 cases) and, consequently,
the entire UFLS stage will be tripped. However, partial UFLS activation is much more frequent for the
innovative UFLS scheme (31% of cases/16 out of 52), as can be observed in Figure 10a. The reason for
this is that even though the f thr and Mthr values are set to same values for all three devices participating
in a UFLS scheme, the variety of calculated M(t) values is much higher across the network than the
variety of calculated f(t) values. With three load busses, we therefore introduced three ‘’substages” for
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each of the UFLS stages, which can be seen as fine-tuning power imbalance with UFLS. Furthermore,
in systems with more load busses, even finer tuning could be achieved due to those inherently
introduced substages.

However, observing the amount of disconnected load is only one of several ways to highlight
the superiority of innovative UFLS. When evaluating the efficiency of UFLS, different authors took
different approaches in the existing literature (established in [28]), ranging from ranking the schemes
according to the time required before the frequency is returned back to the nominal value, to comparing
post-event steady-state frequency offset or by observing frequency overshoots that might appear after
UFLS is activated. It was concluded in [28] that there is no unified scoring metric for this. One thing
is for certain though: the main objective of UFLS, by its definition, is to prevent a further frequency
drop [29] or, in other words, restore the balance [30] between generated and consumed active power in
the EPS in due time. Plainly speaking, this means that UFLS is to stabilize the frequency and bring
RoCoF to a value as close as possible to zero.

For this reason, Figure 10b shows the RoCoF value after the last UFLS intervention took place for
each case (this might be any of the stages, depending on the imbalance conditions). This observation is
independent of any other influential mechanisms, especially specifics of the governor and its control,
that often have a significant impact on frequency response after UFLS is activated. The value of zero
was dedicated to RoCoF results when UFLS was not activated at all. When conventional UFLS was
activated, the re-balancing was unsuccessful in 52% of the cases (29 out of 52), since the last shedding
resulted in having a surplus of power generation. One might treat this as if dealing with a flip of
a coin, i.e., pure guessing. On the other hand, innovative UFLS paused its intervention in the time
since it successfully recognized that the frequency is about to be stabilized without triggering the last
stage. The RoCoF values after the last UFLS intervention are kept below zero (average value around
−0.25 Hz/s) in 98% of the cases (46 out of 47) and frequency control is left to continuously fine-tune the
power balance. At this point, it should be stressed that the paused stage triggering does not mean
that the stage is permanently blocked. Quite the opposite; shedding hibernates until conditions for
its triggering are met. This means that if the available frequency control is exhausted, the stage will
be triggered later on, once the M(t) value becomes low enough. An example of such conditions is
simulated case no. 56. However, as can be seen from Figure 10, such situations are extremely rare and
yet, they nevertheless successfully solve under-frequency conditions.

For simulated case no. 49, a time-domain response of the EPS frequency and RoCoF is depicted
in Figure 11a and Figure 11b respectively. From observing the diagrams, it becomes evident that at
the moment of reaching the frequency threshold of the fifth UFLS stage, innovative UFLS detects that
there is still enough time available before frequency instability is endangered (M � 8 s, Figure 12).
As a result, the fifth UFLS stage is paused, which allows the frequency control to finish the frequency
stabilization process by itself. If that was not the case, the fifth UFLS stage would have been triggered
later on when the frequency would have approached the selected frequency stability limit f LIM and,
consequently, the M criterion of the fifth stage would have been triggered.
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There is another essential thing that has to be discussed. When the frequency is decreasing with a
significant RoCoF(t), a prompt triggering of UFLS is required since any additional time delay might
be unacceptable. This is inherently achieved in conventional UFLS (triggering solely according to
the frequency criterion f thr) and it is vital to be aware that this is also the case with innovative UFLS.
The initial concern with the innovative UFLS scheme was related to extreme scenarios, in which the
curve on the f(t)-M(t) plane is expected to make a rather abrupt jump from the upper right corner
(steady-state conditions) to the upper left corner of the diagram once power imbalance appears.
The delayed recognition of such critical conditions due to two additional moving average filters
(Figure 7) could, therefore, translate into f thr of a certain stage being violated before the corresponding
Mthr. This would in turn be observed as shedding at lower frequency compared to a conventional
UFLS scheme. However, our testing proved that even when dealing with an extreme initial RoCoF
(�−10 Hz/s), the Mthr criterion is still violated sufficiently prior to the fthr criterion. In Table 2, the actual
frequency at which the Mthr was met is given for each UFLS stage. Evidently, M criteria of all UFLS
stages were met before the frequency even reached the f thr value of the first UFLS stage (0.483 Hz
margin in a worst-case scenario—see the last column in Table 2). This proves that the innovative UFLS
scheme would respond to such an extreme event identically as the conventional scheme, with no
additional time delay.

Table 2. Frequency values at which individual Mthr thresholds are violated (RoCoF = −10 Hz/s).

UFLS Stage
Number fthr [Hz] Frequency at Which Mthr Criterion Is

Met [Hz] Margin [Hz]

1. 49.0 49.4830 0.4830
2. 48.8 49.4830 0.6830
3. 48.6 49.4623 0.8623
4. 48.4 49.4623 1.0623
5. 48.2 49.4364 1.2364
6. 48.1 49.3415 1.2415

5. Conclusions

In the most common viewpoint of smart grids, the decentralization of electric power generation
is usually accompanied by the centralization of protection functions. In this paper, we proved the
concept of a RoCoF-based innovative UFLS which does not require centralization, yet still provides a
high level of efficiency and flexibility. The main conclusion of this paper is that the innovative UFLS
is deemed feasible and robust in practical applications. A proposed transition from conventional
towards innovative UFLS is extremely simple; (i) an exceptionally simple logic based on RoCoF has to
be incorporated in each under-frequency relay and (ii) a second criterion has to be added (parallel to the
existing frequency threshold) for real-time monitoring. This new criterion is based on a patent-pending
frequency stability margin calculated in real-time from the RoCoF and frequency values.

HIL simulations proved that innovative UFLS is feasible for real-world scenarios and that applying
RoCoF does not affect its robustness in any of the tested conditions if the correct filtering techniques
are selected. The main advantages of the innovative UFLS can be observed in moderate RoCoF
conditions, being such from the very moment of a power deficit occurrence or decreased later on by
UFLS intervention.

To summarize the main contributions of this research which all relate to the practical aspects of the
implementation of an innovative UFLS scheme under test: (i) a multi-stage RoCoF filtering procedure
that enables using RoCoF for local frequency stability margin calculation and monitoring in real-time
for UFLS purposes. Filtering improves the resolution (linear filter stages) and filters out the anomalies
(non-linear filter stage) in RoCoF measurements, (ii) a proof that despite RoCoF filtering, introduced
time delays do not diminish the speed of UFLS operation during fast-occurring events (tested for
−10 Hz/s) as long as RoCoF is used in an appropriate manner as suggested in [17], (iii) a proof that
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IEDs with specifications similar to the PMU can be used for UFLS, which decreases cost (i.e., using
the same device for EPS observability and UFLS protection) and opens up numerous possibilities,
including building business and market models for UFLS as a part of the end consumer response and
other market opportunities related to Smart Grids, and (iv) a new criterion for comparison between
several UFLS methods, being the remaining RoCoF after UFLS stops intervening.

The analysis revealed that the diversity of IEDs (e.g., relays) and RoCoF-measuring techniques
present in an EPS is beneficial to the UFLS method under test. Further optimization of RoCoF filtering
is possible to reduce time delays, but one has to keep in mind that optimization, according to the
noise requirements, has to be appropriately considered. Future work will be directed towards the
development of the UFLS concept in which bulk load shedding is left to conventional UFLS, whereas
handling the remaining power imbalance is left to smart devices (e.g., smart meters) located at end
consumers and, therefore, widespread within the entire EPS.

6. Patents

This work is a subject to a pending International Patent Application No. PCT/EP2018/059048 filed
on 9 April 2018.
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