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WHAT CAN WE DO ABOUT IT?

Tools for Cyber Testbed for
Resiliency Validation
Algorithms and tools for Validate algorithms and

cyber anomaly detection, tools for deployment

classification,
localization, root cause
analytics and resiliency
analysis
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WHY CYBER-POWER
TESTBED IS NEEDED




WHY REAL-TIME TESTBED WITH CO-SIMULATION

* The Electric Grid is becoming increasingly complex with
the new technologies and services such as,

« Distributed Energy Resources (DERSs).
* Internet of Thing (loT) devices.
«  Communication network technologies.

* Prone to Cyber Attacks (Stuxnet malware, Ukraine
attack)

* Deploying new technologies needs extensive testing
and validation

* Not realistic to test new cyber-physical algorithms on an
actual power system

System

» Testbeds provide confidence in solution!

* Co-Simulation of increasingly complex power
system with communication systems, control
systems help accurately test new applications

* Need to determine if time sensitive
applications perform as required in this
integrated environment
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CHALLENGES IN
DEVELOPING CYBER-
POWER TESTBED




CHALLENGES AND POSSIBLE SOLUTIONS

Synchronization between dynamic power Developed Hardware-In-The-Loop testbed using NS3 & SEL
system and discreet cyber network system SDN switches to exchange data in real time
Interfacing multi vendor hardware & software Worked with SEL, RTDS & GPA products to come up with
components common supporting standards and protocol
Developing logging & data storage system Used a combination of MySQL and Cloud Database along
involoving both power and cyber data with Splunk to create a real-time logging system
Creating real-time cyber-power scenarios to Developing different cyber attack and power system events
validate monitoring and control tools to create real-time cyber-power scenarios
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CYBER-POWER TESTBED
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POWER SYSTEM MODELING

= Dynamic Model to Represent Field System: Electromagnetic model developed in RTDS

= Realistic Static Model in Control Room using PowerSimulator— A realistic platform for power system operation and
control developed by IncSys and PowerData.

= About PowerSimulator: The Modeling and Simulation Solution with Dispatch training simulator.

= (Cascadia Test System: A power system model in PowerSimulator also being developed in RTDS.

PowerSimulator web user interface System Schematic-Cascadia power system model
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CASCADIA POWER SYSTEM

HIGHLIGHTS

e Total number of sub stations: 54

With an overall 21 generating stations (mainly Hydro,
Thermal and Natural Gas)

e The Largest generator is at Chehalis with 1200 MW
capacity.

Electricity Transmission Lines - Ventyx, Velocity Suite;Grey Base ‘National A o
. . B Mask @  Hydroelectric Power Plant @  Pumped Storage Power Plant
e The Cascadia deals with power tra nsfer th rough 115 A SeCoine O NevelGeoPomrFont & St PowsrPom
‘A Underground Coal Mine @  Nuclear Power Plant @ Wind Power Plant
KV 2 3 O KV d 5 2 5 KV I R 2 Biomass Power Plant @  Other Power Plant ©  Wood Power Plant
) a n I n e S . © Coal Power Plant () Other Fossil Gases PowerPlant [ Petroleum Refinery
® Geothermal PowerPlant 3  Petroleum Power Plant £ Strategic Petroleum Reserve

http /www.eia gov/state/

Test System Representing Washington State Area

USER SPOTLIGHT SERIES 2.0 BY IIII!R;[PQS



WESTERN REGION(PUGET) OF CASCADIA
MODELLED IN RTDS

el ' . ' 29T The Power Flow converges after 6 iterations

BELLINGHAM MT VERMNON  MAR'

Real Power flow achieved identical to
PowerSimulator
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Puget Region of Cascadia on PowerSimulator Cascadia(Puget) on RTDS via RsCad Fx Voltage and Power wave forms from Mt Vernon substation in PUGET model on RTDS
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SUBSTATION CYBER NETWORK MODELING

e

|
1

Real-Time Digital Simulator Running Cascadia Model

Real Time Automation & Controller (RTAC), Working
as Local PDC and local historian

Software Defined Networking (SDN) Switches
connecting substation network

Substation Workstation and local HMI

SEL Relays and PMUs connecting RTDS

Technologies

SEL GPS for time synchronization

Substation communication is developed using a combination of both RTDS software
PMU/Relay and SEL hardware PMU/relays



SUBSTATION CYBER NETWORK MODELING,
CONNECTIVITY

SDN SW1

g |E

SEL HMI
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SOFTWARE DEFINED NETWORK TOPOLOGY FOR
UBSTATION NETWORK, HMI VIEW

SEL Flow Controller 2.9.0
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END TO END DATA CONNECTIVITY, FROM SUBSTATION TO CONTROL CENTER USING NS3
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Substation Cyber Network Modeling NS3 communication network
for multiple substation

OpenPDC receiving data from substation to control
center
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Logging and Archiving from Substation, NS3 and Control center
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SG-REAL CONTROL CENTER

Control Center is developed for:

Power system operation center

Network Operation center

Dashboards from the screenshot
shown in the slides is being
shown here in the control center
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SG-REAL CYBER LOG MONITORING SYSTEM

SGREAL CyberLOG Monitoring System

Mizssing Synchrophasor Data Troubleshoating
Crash or Errar or Fail Events in the Metwork Devices Crashed Events by Process in LAN

Mon May 9 2022

Sun May 8 2022

Sat Mary 7 2022

Fri Mary 6 2022

MNetwork Time Protocol Server Crashed In the Similar Time Domain

Mo flery 2
033

Weed Mary 4

Assisting operator to investigate missing Synchrophasor Data using dashboard and data logging
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SG-REAL CYBER LOG MONITORING SYSTEM

Substation Traffic Analysis

Select tepdump files: Enter the Timechart Span:

scan_wireshark pcap.csv x im
Top Protocols (Packets) Top Conversation (Packets) Top Sender (Packets) Top Receiver (Packets) Top Ports [Packets) Top MAC ({Packets)

1216811681258 239255255250 OL00:Se T
1824801 53EE3E0 21 2ma1e B2168177 1921681255 00308775
B2IEE1_296819

192168177 01:80:c2:00-00:0e

192168191 \ 00:05:1b:04:26:80
192168191
1216012968191 192168176

00:3027-2c:9d:78
1921681_2168177 1B2168176 0030872821

Top Protocols (Sum Bytes)

2,000,000

T
234 PM 248 PM
Wed Jul 20
2022

OpenFlow

Top Conversation (Sum Bytes)

2,000,000

T T T T T
234 PM Z44 PM 2746 PM 2748 PM 250 PM 263 PM
Wed Jul 20
2022

_time
1921681 76--1921681.91 1921681 77->1921681.91 1921681.91+-192.168176 1921681.91--192.1681.77

Assisting operator to investigate Network anomaly using dashboard and data logging
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ADVANCED TOOLS, CP-TRAM

CP-TRAM : Cyber-Physical Trans cy Assessment Management

System Information Resiliency M Decision Support
Cyber-Physical

Cyber

Physical Scenario, showing resiliency for

Physical power system event such as
tripping a breaker.

SPD index
MW Available

0.9 6. 6. 6.
1
20 % %

0.7 Time

2. 2.
F PP g s Rt
2 T 0,

Time

Physical Resiliency Score

MVAR index
|

Loss of load Index

%. 15
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4 < 3 6. 3 3 16 8
DALY 61( 611 6’1 A 42, 6’1 27 g
29 49 1y oy g 5 g i, S

Time Time Leatet CCBYSA apt

Physical Resilience Events

Category Event Description Priority

CP-TRAM : Cyber-Physical Transmission Resiliency Assessment and Management

System Information Resiliency Monitoring Decision Support
Cyber-Physical Physical Cyber
Live Scores Cyber resilience events Live Cyber Map

Cyber Resiliency Score Time Category Event Description Priority CP-TRAM Change Solution T+ o :
0.9502
Cyber Security
7272

Cyber Attackability
033

Cyber Resilience Score (Live Graph) Communication Metrics
Metric Avg. Min. Max.

Cyber Scenario, showing resiliency in
case of a cyber event such as network '
change or software update.

CVE ID Score AV AC 1 Au (9 1 A Device Substation

Host to host delay(ms) 132.776 2.007 544436

Bandwidth Usage 12.25% 1.42% 20.05%

Packet Loss Rate 12% 0.0% 2.0% £

Cyber Resiliency Score
COSEEoEED Lt

CVE-2013-2786 L M s C c c HMI Navajo

CVE-2010-2772 69 L M N C c c HMI soC

CVE-2016-0861 90 N L S c c c Adapter Navajo

Showing 1 to 3 of 5 entries previous 2 | Next

Tushar, V. Venkataramanan, A. K. Srivastava, A. Hahn, “CP-TRAM: Cyber-Physical Transmission Resiliency Assessment Metric”, IEEE Transactions on Smart Grid, vol. 11, no. 6, pp. 5114-5123, Nov. 2020.
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ADVANCED TOOLS, CP-SAM

CP-5AM

C  © 127004 t @0 & @ :

Cyber-Physical Security Assessment Metric (CP-5AM) Last Updated: Fri Oct 02 2020 08:59:12 GMT-0700 (Pacific Daylight Time)

e s

Physical Resiliency Score

Physical Factors Table Live Physical Map
30.1462

Physical Factor Plot Factors t  Weights Value Weighted
e Generator availability 0.034 0.9 0.0306
= Generator Availability
i Mo. of operations Marix redundancy 0.096 0.897 0.086112

Matrix redundancy

Showing 1 to 2 of 4 entries

Time Status

Alert Line “Coronado_Nawang_1" violates line

rating limit 2250 MVA (Current: 2251 MVA).

1:36pm |Normal |Normal operation of LTC #3 at “Craig"”
| Substation (Tap position: 9).

11:45am | Wamning | Line "Coronado_Mawang_ 1" tripped off due
to single-phase-to-ground fault detected

Time

Venkatesh Venkataramanan, Adam Hahn, and Anurag Srivastava. "CP-SAM: Cyber-physical security assessment metric for monitoring microgrid resiliency." IEEE Transactions on Smart Grid 11.2 (2019): 1055-1065.
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SUMMARY



SUMMARY
DEVELOPED A REAL-TIME, MULTI-LAYER CYBER-POWER TESTBED

Used Real-Time Digital Simulator (RTDS) as a dynamic power system simulator.

Used both software PMUs/RTUs as well as SEL Hardware Relays & RTAC for substation level Automation with software defined
networking.

Used NS3 network emulator to create wide area communication network on top of the physical power system

Used MySQL database, Snort IDS and Splunk Logging system for real-time security alerts and log analysis.

Developing Advanced Tools to help operators with better decision making and situational awareness

Generating Synthetic but realistic data for validation of the algorithms/ tools

Performing Cyber attacks and creating power events to understand the nature of interdependency within cyber-power system.
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